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ABSTRACT:

The depth separated wave equation in underwater acoustics is a non-selfadjoint differential eigenvalue problem with complex and discontinuous coefficients. A Galerkin approach using domain decomposition and a spectral method with a basis of Legendre polynomials leads to a complex symmetric generalized matrix eigenvalue problem. The eigenvector solutions are found to satisfy a weighted biorthogonality condition that assures the proper normalization of the corresponding acoustic modes and the acoustic field.

I. INTRODUCTION:

The depth separated wave equation for the normal modes in underwater acoustics\(^1\) can be solved by both Fourier-Galerkin and Legendre-Galerkin methods\(^2\). This terminology requires a more generic explanation. The Galerkin method has several main features: Its application involves the projection of the problem onto a subspace spanned by a finite dimensional basis. The projection is applied to a partially integrated form of the differential equation. The basis elements are required to satisfy the boundary and interface conditions associated with the differential equation and the projection yields a problem in linear algebra. In contrast to finite elements, the basis elements are global rather than localized in space. The linear algebra problem is usually smaller with global elements.

The basis elements are constructed using the spectrum of a differential operator with readily computable spectral elements. When these elements are trigonometric functions, the term Fourier-Galerkin is used. When these elements are orthogonal polynomials, the Galerkin method inherits the name of the class of orthogonal polynomials. This is the case with Legendre polynomials. Both Legendre-Galerkin and Fourier-Galerkin are special cases of spectral methods pioneered by Gottlieb and Orsag\(^3\). A historical background for spectral methods is found in Canuto et al.\(^4\). The Legendre-Galerkin method is of particular interest since the underlying differential operator is singular, rendering an enhanced rate of convergence for the spectral expansion\(^3\).

The trigonometric functions and orthogonal polynomials will not automatically satisfy the boundary and interface conditions, so a form of basis recombination and domain decomposition must be used. Enforcing the boundary and interface conditions in the Fourier-Galerkin method requires the solution of a transcendental equation while this can be accomplished algebraically in the Legendre-Galerkin method. See Section IV.
II. STATEMENT OF PROBLEM:

The depth separated wave equation, for the harmonic acoustic pressure, has the form of a differential eigenvalue problem given by

\[ \frac{d}{dz} \left[ \frac{1}{\rho(z)} \frac{d\phi}{dz} \right] + k^2(z) \frac{\phi}{\rho(z)} = \frac{\kappa^2 \phi}{\rho(z)} \]  

(1)

where \( \kappa^2 \) is a separation constant. The separation constant is the square of the horizontal wave number and its values are determined by the coefficients in the differential equation, the boundary conditions at the ends of the interval \( 0 \leq z \leq H \) and the interface conditions at \( z = h \) where \( h < H \). The geometry of the problem is shown in Fig. 1. The function \( \rho \) is the density and \( k = (\omega/c)[1 + i(\alpha/40\pi \log_{10} e)] \) is the complex wave number, where \( \omega \) is the circular frequency, \( c \) is the sound speed and \( \alpha \) is the attenuation in \( dB \) per wavelength. The functions \( \rho \) and \( k^2 \) can be discontinuous at the bottom of the water column, at the interface where \( z = h \).

Figure 1. Sound speed and density profiles for the depth separated wave equation.

The complex wave number squared and density, in Eq. (1), are defined in the water and bottom, separately, using the non-negative real functions

\[
c(z) = \begin{cases} 
c_w(z), & 0 \leq z \leq h \\
c_b(z), & h < z \leq H 
\end{cases}, \quad \alpha(z) = \begin{cases} \alpha_w(z), & 0 \leq z \leq h \\
\alpha_b(z), & h < z \leq H 
\end{cases}, \quad \rho(z) = \begin{cases} \rho_w(z), & 0 \leq z \leq h \\
\rho_b(z), & h < z \leq H 
\end{cases}.
\]

An example of a sound speed and density profile is shown in Fig. 1.
The boundary conditions are $\phi(0) = 0$ and $\phi(H) = 0$, which correspond to a free
(pressure release) surface at $z = 0$ and $H$. The continuity of pressure and particle
velocity dictate that $\phi(h^-) = \phi(h^+)$ and $[1/\rho(h^-)]d\phi(h^-)/dz = [1/\rho(h^+)]d\phi(h^+)/dz$
where the superscripts – and + indicate limits from above and below, respectively.

The differential eigenvalue problem consisting of Eq. (1) and associated boundary and
interface conditions is non-selfadjoint because the wave number squared is complex. The
eigenvalues and eigenfunctions are generally complex. It is assumed that the attenuation
is small enough so that the eigenvalues are simple roots of the characteristic equation.
The problem is an analytic perturbation\textsuperscript{5} of the real selfadjoint case, without any
attenuation.

A Sturm-Liouville form of the problem in Eq. (1) is obtained by translating the
separation constant and changing its sign as follows: Subtract $k_{\text{max}}^2 \phi / \rho(z)$ from both
sides of Eq. (1) where $k_{\text{max}} = \omega / \min \{c(z) : 0 \leq z \leq H\}$. Multiply by negative to obtain

$$-\frac{d}{dz} \left[ \frac{1}{\rho(z)} \frac{d\phi}{dz} \right] + q(z) \frac{\phi}{\rho(z)} = \frac{\lambda \phi}{\rho(z)}$$  \hspace{1cm} (2)

where $q(z) = k_{\text{max}}^2 - k^2(z)$ and $\lambda = k_{\text{max}}^2 - \kappa^2$. The motivation for this procedure is to
effect a sign change on the terms in Eq. (3) below that is especially useful in the real
selfadjoint case. In the non-selfadjoint case, the solutions to Eq. (2) consist of a countably
infinite sequence of complex numbers $\lambda_m$ called eigenvalues and complex functions $\phi_m$
called eigenfunctions (or modes) that satisfy Eq. (2) and the stated boundary and interface
conditions. In an analogy with the real selfadjoint case, it will be assumed that the
complex eigenvalues $\lambda_m$ for $m = 1, \infty$ are ordered by increasing real parts. The
horizontal wave numbers squared are $\kappa_m^2 = k_{\text{max}}^2 - \lambda_m$, $m = 1, \infty$.

III. GALERKIN METHOD:

A comprehensive overview of the Galerkin method, starting from the method of mean
weighted residuals, can be found in Boyd\textsuperscript{6}. The Galerkin method is an approximation to a
partially integrated form of Eq. (2). To this end, suppose that $\chi$ is a continuous function
that is piecewise differentiable on intervals $0 \leq z \leq h$ and $h \leq z \leq H$ and satisfies the
same boundary and interface conditions as the eigenfunction $\phi$. The name “test function”
is used for the class of functions with these properties. Multiplying Eq. (2) by $\chi$ and
integrating by parts over the interval $0 \leq z \leq H$ yields

$$\int_0^H \frac{q(z) \chi(z) \phi(z)}{\rho(z)} \, dz + \int_0^H \frac{1}{\rho(z)} \frac{d\chi(z)}{dz} \frac{d\phi(z)}{dz} \, dz = \lambda \int_0^H \frac{\chi(z) \phi(z)}{\rho(z)} \, dz.$$  \hspace{1cm} (3)
The boundary and interface conditions eliminate the boundary and interface terms in the derivation of Eq. (3). Equation (3) is referred to as the weak form of the Sturm-Liouville problem in Eq. (2). Equation (3) will be abbreviated as \( a(\phi, \chi) = \lambda b(\phi, \chi) \)
where the bilinear forms \( a(\phi, \chi) \) and \( b(\phi, \chi) \) are the integrals on the left and right hand sides of Eq (3), respectively.

In the selfadjoint case, when \( q(z) > 0 \), using the real eigenfunctions as test functions in the integral relation \( a(\phi, \phi) = \lambda b(\phi, \phi) \) shows that the eigenvalues are positive real numbers. The eigenvalues increase in size, in proportion to norm of the derivative of the eigenfunctions.

The Galerkin method is predicated on a basis\(^7\), which is a linearly independent set of functions that span a finite dimensional space. When the space is the set of all linear combinations of the functions, it is sufficient that they be linearly independent. One way to assure linear independence is to use orthogonality, but orthogonality is not necessary. Requiring only linear independence simplifies the choice of a spanning set, but can result in very poorly conditioned matrices\(^8\). Boyd\(^6\) calls orthogonality a maximization of linear independence. The distinction between Galerkin methods based on orthogonal and non-orthogonal or oblique bases is made in Chatelin\(^9\).

In the current application of the Galerkin method, an eigenfunction of Eq. (2) is approximated by the expansion \( \phi \equiv \sum_{n=1}^{M} u_n \psi_n \) where \( \{\psi_n : n = 1, M\} \) is a linearly independent set of test functions. It is assumed that these test functions are real while the expansion coefficients may be complex. Substituting the expansion into Eq. (3), with \( \chi = \psi_m \), yields the discrete eigenvalue problem \( \sum_{n=1}^{M} a_{m,n} u_n = \mu \sum_{n=1}^{M} b_{m,n} u_n \) where \( a_{m,n} = a(\psi_m, \psi_n) \) and \( b_{n,m} = b(\psi_n, \psi_m) \) and \( \mu \) is a discrete eigenvalue. Note that \( a_{m,n} \) is complex when the wave number squared is complex and \( b_{n,m} \) is real since the density is real. The Galerkin method turns Eq. (3) into a discrete problem by restricting it to the subspace spanned by the basis \( \{\psi_m : m = 1, M\} \).

The bases, used in the Galerkin method, determine the accuracy of the approximations to the eigenvalues and eigenfunctions of Eq. (2). In particular, it is important that the basis functions have the same derivative discontinuity as the eigenfunctions in order to avoid Gibbs oscillations\(^3\). A systematic theoretical study of the convergence of the Galerkin method is found in Babuška and Osburn\(^10\). Examples of the asymptotic rate of convergence in the Fourier-Galerkin and Legendre-Galerkin approximations have been previously reported\(^2\). Since the orthogonal Fourier-Galerkin method has been described elsewhere\(^2\), the non-orthogonal Legendre-Galerkin method will be described in detail below. Both methods share the same features in their matrix formulation. These characteristics are presented first. The integer \( M \) determines size of the discrete problem and accuracy of the approximations.
A. Matrix Eigenvalue Problem:

Let \( A \) and \( B \) be \( M \times M \) matrices whose entries are \( a_{m,n} \) and \( b_{m,n} \), respectively. If a column vector is defined by \( u = col(u_n, n = 1, M) \), then the discrete problem can be written as the generalized matrix eigenvalue problem

\[
Au = \mu Bu
\]

where \( A \) is a complex symmetric (not Hermitian symmetric) matrix and \( B \) is a real symmetric matrix. The eigenvalues of Eq. (4) approximate the eigenvalues of Eq. (2). The eigenvectors of Eq. (4) provide the expansion coefficients for approximates of the eigenfunctions of Eq. (2).

Equation (4) can be turned into a standard matrix eigenvalue problem by multiplying on the left by \( B^{-1} \), but this destroys the symmetry of the problem. If \( B \) is positive definite, then Eq. (4) can be replaced by the complex symmetric eigenvalue problem

\[
Cw = \mu w
\]

where \( C = L^{-1}A(L^T)^{-1} \), \( w = L^Tu \), and \( B = LL^T \) is the Cholesky decomposition of \( B \). The superscript \( T \) stands for transpose (without complex conjugation) and \( L \) is a lower triangular matrix, making the calculation of \( C \) relatively easy. Note that \( u^T \) is a row vector and its product with the column vector \( v = col(v_j, j = 1, M) \) is the scalar

\[
u^T v = \sum_{j=1}^{M} u_j v_j .\]

Again, there is no complex conjugation in the transpose of the vector.

To see that \( B \) is positive definite, let \( x = col(x_j, j = 1, M) \) be a real vector and define the real function \( f = \sum_{j=1}^{M} x_j \psi_j \). Since the basis functions are linearly independent, the function \( f \) cannot be identically zero, unless \( x = 0 \). It also follows that

\[
\int_0^H [f^2(z) / \rho(z)]dz = x^T Bx .\]

Consequently, \( x^T Bx > 0 \), unless \( x = 0 \).

If the complex symmetric matrix \( C \) in Eq. (5) is diagonalizable, then \( C = W \Lambda W^T \) where \( \Lambda = diag(\mu_m, m = 1, M) \) and \( W \) is an orthogonal matrix (not unitary) such that \( W^T W = I \) is the \( M \times M \) identity matrix. The columns of \( W = row(w_m, m = 1, M) \) are the eigenvectors of \( C \). The orthogonality of \( W \) implies that \( w_n^T w_m = \delta_{n,m} \). The eigenvectors of Eq. (4) are recovered by solving \( L^T u_m = w_m \) and consequently \( u_n^T B u_m = \delta_{n,m} \), when \( W \) is orthogonal. For the sake of comparison, it is assumed that the approximate eigenvalues \( \{\mu_m, m = 1, M\} \) are ordered by increasing real parts.
The matrix eigenvalue problem in Eq. (5) can be tackled by several methods. The Jacobi technique\textsuperscript{13}, programmed for complex symmetric matrices by Anderson and Loizou\textsuperscript{14}, has the advantage that the resulting matrix $W$ is a product of rotations and is, consequently, orthogonal. The Jacobi technique is not the most efficient, but it is simple and convergent, assuming that $C$ is diagonalizable.

The generalized matrix eigenvalue problem in Eq. (4) can also be solved by using the Matlab procedure $[V, D] = eig(A, B)$. A matrix formulation of the eigenvalue problem associated with Eq. (1) can be obtained using differentiation matrices based on Chebyshev polynomials\textsuperscript{15}. The Matlab approach, using a spectral collocation scheme, has been employed to computed eigenvalues and the corresponding dispersion relationships for layered elastic media$^{15,16}$. Field calculations require the construction and appropriate normalization of the eigenfuntions.

**B. Biorthogonality:**

The construction of the fundamental solution of the two dimensional Helmholtz equation, by separation of variables, requires that the eigenfunctions be properly orthonormal\textsuperscript{1}. When the complex eigenfunctions are used, the orthogonality condition is replaced by a biorthogonality condition. The weighted biorthogonality property of the complex eigenfunctions, is given by

$$\int_{0}^{H} \frac{\phi_{n}(z)\phi_{m}(z)}{\rho(z)} dz = \delta_{n,m}. \quad (6)$$

Although Eq. (6) is indistinguishable from the real orthogonality condition, the term biorthogonality is used because of the non-selfadjoint nature\textsuperscript{17} of Eq. (1). In short, it means that the complex conjugate that would normally appear on one of the complex functions in the integrand is omitted. This conforms to the definition of the scalar product of two complex vectors, already introduced. The biorthogonality of the Galerkin approximates of the complex eigenfunctions is demonstrated as follows.

Consider two approximate eigenfunctions of Eq. (2) defined by $\varphi_{m} = \sum_{j=1}^{M} u_{m,j} \psi_{j}$ and $\varphi_{n} = \sum_{j=1}^{M} u_{n,j} \psi_{j}$, where $u_{m}$ and $u_{n}$ are two eigenvectors of Eq. (4). The integral in Eq. (6) can be evaluated by substitution of these two expansions to obtain

$$\int_{0}^{H} \frac{\varphi_{n}(z)\varphi_{m}(z)}{\rho(z)} dz = u_{n}^{T} Bu_{m}. \quad \text{6}$$

The biorthogonality of the approximate eigenfunctions follows from $u_{n}^{T} Bu_{m} = \delta_{n,m}$, since $W$ is assumed to be orthogonal.
C. Acoustic Field:

The approximations of the eigenvalues of Eq. (2) determine approximations of the separation constants in Eq. (1), and ultimately the normal modes appearing in the acoustic field. The calculation of the acoustic field relies on approximating the horizontal wave numbers $\kappa_m$ by $\nu_m = \sqrt{k_{\text{max}}^2 - \mu_m^2}$, $m = 1, M$. The square root is taken to have a positive imaginary part to assure the proper attenuation with range. The fundamental solution of the 2d Helmholtz equation is approximated by

$$p(r, z) \approx \left\{ \frac{i \exp(-i \pi / 4)}{\rho(z_s)/8\pi} \right\} \sum_{m=1}^{MS} \phi_m(z_s) \phi_m(z) \frac{\exp(i \nu_m r)}{\nu_m r}$$

(7)

where $MS \leq M$ is the number of modes to be used in the approximation of the acoustic field. The vector $(r, z)$ contains the receiver range and depth, in meters, and $z_s$ is the source depth.

In the selfadjoint case the approximate eigenvalues $\mu_m$ are real. For smaller values of $m$, $\mu_m$ should be less than $k_{\text{max}}$ and the horizontal wave numbers $\nu_m$ will be real. Eventually, $\mu_m$ should be greater than $k_{\text{max}}$ and $\nu_m$ will be purely imaginary. These two distinct groups of horizontal wave numbers are called propagating and evanescent. The evanescent modes are unnecessary at large ranges. By analogy, in the non-selfadjoint case, the distinction is not as sharp. The imaginary parts of the horizontal wave numbers increase more gradually with $m$. The modes are be called water born and bottom interacting, since most of the attenuation is associated with the sediment. The integer $MS$ should be chosen with consideration of what range interval is of interest.

Clearly, the choice of $M$ and $MS$ requires an iterative process. Initially, confidence may be developed by comparison with other theoretical methods based on wave number integration or the parabolic equation.

IV. LEGENDRE POLYNOMIAL BASIS:

A basis is a spanning set of linear independent functions. Linear independence assures that the projection onto the finite dimensional subspace is well defined (unique). The Legendre polynomial spanning set to be constructed is not manifestly independent, so the term basis is held in reserve. The construction of the real Legendre polynomial spanning starts with a choice of the maximum order of the polynomials: $N$. This will depend on the number of modes needed as will subsequently be discussed. A single set of Legendre polynomials cannot span both the water and bottom sediment, since it will not have the required derivative discontinuity at water-sediment interface. It is advisable to use the domain decomposition method of Li and Gottlieb.
The set \( \{ P_k(\xi) : k = 0, N; -1 \leq \xi \leq 1 \} \) of Legendre polynomials is employed where the normalization is determined by \( P_1(1) = 1 \) resulting in the values \( P_k(-1) = (-1)^k \) and the integrals \( \int_{-1}^{1} P_k^2(\xi) d\xi = 2/(2k + 1) \) for \( k = 0, N \).

The domain decomposition takes the form

\[
\psi_w(z) = \sum_{k=0}^{N} c_k P_k(\xi_w), \quad 0 \leq z \leq h, \quad \xi_w = (2/h)[z - (h/2)],
\]

and

\[
\psi_b(z) = \sum_{k=0}^{N} d_k P_k(\xi_b), \quad h \leq z \leq H, \quad \xi_b = [2/(H-h)][z - ((H+h)/2)].
\]

The boundary conditions \( \psi_w(0) = 0 \) and \( \psi_b(H) = 0 \) and the interface conditions \( \psi_w(h) = \psi_b(h^+) \) and \( [1/\rho(h^-)] d\psi_w(h^-)/dz = [1/\rho(h^+)] d\psi_b(h^+)/dz \) yield four equations that determine four of the coefficients of the two highest order polynomials. The solutions of these equations yield expressions for the higher order coefficients in terms of the lower order coefficients and is a form of basis recombination.

The coefficients of the highest order polynomials are given by

\[
c_N = \sum_{k=0}^{N-2} (e_{N,k} c_k + f_{n,k} d_k),
\]

\[
d_N = \sum_{k=0}^{N-2} (g_{N,k} c_k + h_{n,k} d_k),
\]

\[
c_{N-1} = \sum_{k=0}^{N-2} \{e_{N,k} + (-1)^{k+N} c_k + f_{n,k} d_k\},
\]

\[
d_{N-1} = -\sum_{k=0}^{N-2} \{g_{N,k} c_k + [h_{n,k} + 1] d_k\}
\]

where

\[
e_{N,k} = [2(r_w + r_b)]^{-1} \left\{ r_b (-1)^{N-1} Nk - r_w [N(N-1)(-1)^{k+N} + k(k+1)] / N^2 \right\},
\]

\[
f_{N,k} = [2(r_w + r_b)]^{-1} \left\{ r_b Nk - r_w [N(N-1)(-1)^N + k(k+1)(-1)^k] / N^2 \right\},
\]

\[
g_{N,k} = [2(r_w + r_b)]^{-1} \left\{ r_w Nk - r_b [N(N-1)(-1)^k + k(k+1)(-1)^N] / N^2 \right\},
\]

\[
h_{N,k} = [2(r_w + r_b)]^{-1} \left\{ r_w (-1)^{N-1} Nk - r_b [N(N-1) + k(k+1)(-1)^{k+N}] / N^2 \right\}
\]

with \( r_w = 1/\rho(h^-)h \), \( r_b = 1/\rho(h^+)(H-h) \) and \( Nk = (-1)^N + (-1)^k \). These closed form expressions are found by solving the four equations determined by the boundary
and interface conditions. The solution process is simplified by assuming \( N \) is even or odd. The resulting solutions are consolidated, above, using factors of \((-1)^N\).

The boundary and interface conditions reduce the number of unknown expansion coefficients by four. Substitution of the expressions for \( c_N, c_{N-1}, d_N \) and \( d_{N-1} \) into Eq. (8) and Eq. (9) yields a test function \( \psi \) defined by

\[
\psi_w(z) = \sum_{k=0}^{N-2} Lw_{c_k}(\xi_w) c_k + \sum_{k=0}^{N-2} Lw_{d_k}(\xi_w) d_k,
\]

\[
\psi_b(z) = \sum_{k=0}^{N-2} Lb_{c_k}(\xi_b) c_k + \sum_{k=0}^{N-2} Lb_{d_k}(\xi_b) d_k,
\]

where

\[
Lw_{c_k}(\xi_w) = P_{N-1}(\xi_w) + e_{N,k} P_N(\xi_w),
\]

\[
Lw_{d_k}(\xi_w) = f_{N,k} [P_{N-1}(\xi_w) + P_N(\xi_w)]
\]

and

\[
Lb_{c_k}(\xi_b) = g_{N,k} [P_N(\xi_b) - P_{N-1}(\xi_b)],
\]

\[
Lb_{d_k}(\xi_b) = P_{N-1}(\xi_b) + h_{N,k} P_N(\xi_b) - [h_{N,k} + 1] P_{N-1}(\xi_b).
\]

The remaining expansion coefficients can be chosen as arbitrary complex numbers resulting in a wide range of complex test functions. The two highest order Legendre polynomials are not eliminated from Eq. (10) and Eq. (11); they are included with coefficients that assure that the boundary and interface conditions are satisfied. The actual choice of the expansion coefficients is determined in the application of the Galerkin method to the approximation of the solutions of Eq. (2).

The spanning set used in the Legendre-Galerkin method is obtained by singling out the real polynomials multiplying the complex expansion coefficients in Eq.'s (10) and (11): Define the following real test functions

\[
\psi_{c_k}(z) = \begin{cases} Lw_{c_{k-1}}(\xi_w), & 0 \leq z \leq h \\ Lb_{c_{k-1}}(\xi_b), & h < z \leq H \end{cases}, \quad \psi_{d_k}(z) = \begin{cases} Lw_{d_{k-1}}(\xi_w), & 0 \leq z \leq h \\ Lb_{d_{k-1}}(\xi_b), & h < z \leq H \end{cases},
\]

where \( k = 1, N-1 \) (note the index translation by 1). The Legendre-Galerkin spanning set is the union of the two sets \( \{\psi_{c_k} : k = 1, N-1\} \) and \( \{\psi_{d_k} : k = 1, N-1\} \) with a total of \( M = 2(N-1) \) functions. The unknown expansion coefficient vectors \( \mathbf{c} = \text{col}(c_{k-1} : k = 1, N-1) \) and \( \mathbf{d} = \text{col}(d_{k-1} : k = 1, N-1) \) are stacked into a single \( M = 2N-2 \) dimensional column vector \( \mathbf{u} = \text{col}(\mathbf{c}, \mathbf{d}) \). It will be convenient to sequentially re-index the Legendre-Galerkin spanning set: \( \{\psi_j : j = 1, M\} \).
The size of the spanning set determines the number of eigenvalues and eigenvectors of Eq. (4). Consequently, \( M = 2N - 2 \) needs to be larger than the required number of modes, including the propagating and bottom interacting modes. A strategy that favors accuracy over the size of the calculation is to take \( M \) to be twice the required number of modes. Then retain half of the resulting approximations, of the horizontal wave numbers and normal modes, in the computation of the acoustic field. The maximum order of the Legendre polynomials \( N = (M + 2)/2 \) is proportional to the required number of modes.

The linear independence of the Legendre-Galerkin spanning set can be characterized as follows: Suppose a function is defined by \( f(z) = \sum_{j=1}^{M} u_{j} \psi_{j}(z) \). If the expansion coefficients are uniquely determined by \( f \), then the spanning set is linearly independent. (The only way to expand the zero function is with all zero coefficients.) The expansion can be integrated to obtain

\[
\int_{0}^{H} f(z) \frac{\psi_{m}(z)}{\rho(z)} \, dz = \sum_{j=1}^{M} u_{j} \int_{0}^{H} \frac{\psi_{j}(z) \psi_{m}(z)}{\rho(z)} \, dz .
\]  

(12)

Define the vector \( f \) by the entries \( f_{m} = \int_{0}^{H} \frac{f(z) \psi_{m}(z)}{\rho(z)} \, dz \). Equation (12) becomes \( B u = f \), where the matrix \( B \) is the same as the one in Eq. (4). The expansion coefficients are uniquely determined if \( B \) is invertible.

Two assumptions have been made in the development of the Legendre-Galerkin method. They are the linear independence of the spanning set and the diagonalizability of the resulting matrix \( C \). These assumptions are both tested by failure or success in the numerical implementation.

When the Cholesky decomposition of the real symmetric matrix \( B \) fails, the matrix is not positive definite\(^1\) (to within round off error). Otherwise, \( B \) is positive definite and the decomposition \( B = LL^{T} \) can be used solve linear equation \( B u = f \) by two applications of backsubstitution. The matrix \( B \) is invertible and the Legendre-Galerkin spanning set is a basis.

The convergence of the Jacobi iteration, used to find the eigenvalues of the matrix \( C = L^{-1} A (L^{T})^{-1} \), is a numerical test of its diagonalizability. This requirement is necessary for the Legendre-Galerkin approximation to be consistent with the diagonalizability of the differential operator in Eq. (1).

The implementation of the Legendre-Galerkin method in FORTRAN allows for the numerical verification of the assumptions just described. When the Legendre-Galerkin method is implemented in a higher level language, like Matlab, this type of diagnostic information is not always available.
The matrices $A$ and $B$ in Eq. (4) are computed using Gauss-Legendre integration with $N + 2$ quadrature points in each sound speed, attenuation and density layer in both the water layer and bottom sediment layer. The matrices $A$ and $B$ have dimension $M \times M$, with four block sub-matrices of size $(N - 1) \times (N - 1)$. The unknown expansion coefficients are found by solving the generalized matrix eigenvalue problem in Eq. (4). This provides the approximation of the eigenvalues and eigenfunctions of Eq. (2).

The errors in the approximate eigenvalues $|\lambda_m - \mu_m|$, $m = 1, M$ are expected\(^ {19}\) to be exponentially small for the first third, $m = 1, M / 3$. Care must be taken since the $M^{th}$ error is bound\(^ {19}\) to be very large. This large error is omitted from the presentation of Li and Gottlieb\(^ {18}\).

A. Example:

An example of the acoustic field, approximated by the Legendre-Galerkin method, serves to numerically verify the algebraic construction of the Legendre polynomial basis. The example is taken from the previous report\(^ {2}\) that shows errors, in eigenvalues, computed with two Galerkin methods. The errors were found by comparison with a benchmark calculation.

The dimensions of the water and bottom layers are determined by $h = 200$ and $H = 1000$ meters. The circular frequency is $\omega = 2\pi f$ where $f = 250$ Hz (this is a correction\(^ {2}\)). The water and bottom layers have constant densities. The wave number squared $k^2(z)$ is assumed to be piecewise linear within both the water and bottom layers. The wave number $k(z)$ is determined by the values in Tab. 1.

<table>
<thead>
<tr>
<th>$z$ (m)</th>
<th>$c$ (m/s)</th>
<th>$\alpha$ (dB/wave length)</th>
<th>$\rho$ (gm/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1520</td>
<td>.00</td>
<td>1.0</td>
</tr>
<tr>
<td>20</td>
<td>1520</td>
<td>.00</td>
<td>1.0</td>
</tr>
<tr>
<td>30</td>
<td>1480</td>
<td>.00</td>
<td>1.0</td>
</tr>
<tr>
<td>200</td>
<td>1480</td>
<td>.00</td>
<td>1.0</td>
</tr>
<tr>
<td>200</td>
<td>1600</td>
<td>.05</td>
<td>1.5</td>
</tr>
<tr>
<td>1000</td>
<td>2000</td>
<td>.20</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 1. Acoustic parameters of the example waveguide. Differences between different depths indicate gradients. The double entry at 200 m represents the discontinuity in the parameters at the water-bottom interface. The attenuation gradient in the bottom layer is a modest artificial absorber.

The acoustic field is calculated using Eq. (7) for a source at $z_s = 50$ m. The receiver is at a depth of $z = 100$ m, on the range interval $r = 10$ to 4,000 m. There are around 50 propagating modes and 50 bottom interacting modes, so a values of $M = 198$ (N=100) and $MS = 100$ are used in the Legendre-Galerkin calculation. The problem is also solved using the Fourier-Galerkin method\(^ {2}\) with $M = 198$. Transmission loss\(^ {1}\) is computed using
$TL(r, z) = -20 \log_{10} (4\pi |p(r, z)|)$, with both methods. The comparison of two methods, in terms of transmission loss, is shown in Fig. 2.

![Graph](image)

Figure 2. Transmission loss versus range on the interval .01 to 4.0 km is computed using the Fourier-Galerkin and the Legendre-Galerkin methods. The agreement of these two methods is a test of the validity of the construction of the Legendre-Galerkin basis.

V. CONCLUSION:

The Legendre-Galerkin method provides a relatively simple procedure for solving the non-selfadjoint differential eigenvalue problem in Eq. (1). The method uses a basis that can be constructed algebraically. The Fourier-Galerkin method requires the solution of a transcendental equation, in construction of the orthogonal basis.
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